Bryn Mawr College
Scholarship, Research, and Creative Work at Bryn Mawr College

Computer Science Faculty Research and

Scholarship Computer Science

2001

A Robot Team that Can Search, Rescue, and Serve Cookies:
Experiments in Multi-modal Person Identification and Multi-robot
Sound Localization.

Doug Blank
Bryn Mawr College, dblank@brynmawr.edu

G. Beavers

Follow this and additional works at: https://repository.brynmawr.edu/compsci_pubs

b Part of the Computer Sciences Commons
Let us know how access to this document benefits you.

Citation

Blank, D., Beavers, G., Arensman, W., Caloianu, C., Fujiwara, T., McCaul, S., Shaw, C. (2001). A Robot Team
that Can Search, Rescue, and Serve Cookies: Experiments in Multi-modal Person Identification and Multi-
robot Sound Localization. In Proceedings of the 2001 Twelfth Annual Midwest Artificial Intelligence and
Cognitive Science Society Meetings.

This paper is posted at Scholarship, Research, and Creative Work at Bryn Mawr College.
https://repository.brynmawr.edu/compsci_pubs/31

For more information, please contact repository@brynmawr.edu.


https://repository.brynmawr.edu/
https://repository.brynmawr.edu/compsci_pubs
https://repository.brynmawr.edu/compsci_pubs
https://repository.brynmawr.edu/compsci
https://repository.brynmawr.edu/compsci_pubs?utm_source=repository.brynmawr.edu%2Fcompsci_pubs%2F31&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/142?utm_source=repository.brynmawr.edu%2Fcompsci_pubs%2F31&utm_medium=PDF&utm_campaign=PDFCoverPages
http://repository.brynmawr.edu/open-access-feedback.html
https://repository.brynmawr.edu/compsci_pubs/31
mailto:repository@brynmawr.edu
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and Multi-r obot Sound Localization
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Departmentf ComputerScienceandComputerEngineering
Universityof ArkansasFayetteille
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Abstract

A team of three robots placed secondin both the Urban

Search and Rescue and Hors d’ Oeuvres Anyone? eventsat

the 2000 AmericanAssociationof Artificial Intelligenceau-

tonomougobotcompetitions This paperdescribeshemulti-

robot, low-costsoundlocalizationtechnique and the multi-

sensarpersonrecognitionsystemusedin the AAAI contests
by therobotteam.

Intr oduction

Each year in associationwith its yearly conference,the
American Association of Artificial Intelligence (AAAI)
hosts a series of competitions designedto challenge,
and highlight, autonomousmobile roboticsresearchfrom
aroundthe world. This pastsummey we took our team
from the University of Arkansago competeat AAAI-2000
in Austin, Texas.

At theconferencethreerobotcontestsvereheld: arepeat
of the previous years’Hors d’ Oeuvres Anyone? competi-
tion, whererobotswereto sene food to conferenceatten-
deesanew eventcalledUrban Search and Rescue (USAR);
and a long-term, very difficult problem called the Robot
Challenge.

All of the contestsallow teamsfrom colleges, universi-
ties,andotherlabsto shaw off their bestattemptsat solving
commonroboticstasksn acompetitve ervironment. Teams
competefor placeawardsaswell asfor technicalinnova-
tion awards,which reward particularlyinterestingsolutions
to problems.

The Robot Challengeis so-calledfor good reason:the
goal of the challengés to createa robot capableof attend-
ing a conferenceon artificial intelligence,includingfinding
its way to the registrationbooth, registering,andeven hob-
nobbingwith the otherattendeesln addition,the robothas
to present paper completewith aquestion-and-answee-
riod! Thisis meantto beadecade-longhallenge Although
we did not competdn this event,afew teamshave begunto
attemptthechallenge.

Althoughall of the problemsareopenendedwe settwo
specificgoalsfor our team: locatepeoplein the searchand
rescuetask using sound,and attemptto identify peoplein
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the serving contest. All of the solutionswe presenthere
werewritten in our opensourceExtendibleRobot Control
Language(XRCL), andare available off of our websiteat
http://ai.uark. edu/ [1].

Urban Search and Rescue:SoundLocalization

The objective of the USAR contestis to give participants
theopportunityto work in adomainof practicalimportance.
Robotshadto enterafallenstructure find simulatechuman
victims, anddirecthumanrescuergo them. Victims (repre-
sentedby manikins)could be identifiedby their body heat,
motion,soundor skin color.

This yearmarkedthe first yearfor the USAR event. The
National Institute of Standardsand Technology(NIST) de-
signedandbuilt aUSAR structurein whichthevictimswere
to belocatedandrescuedTheimpressve structurecontains
areasof easy medium,andharddegreesof difficulty for au-
tonomousmobile robotsto move about. The “easy” area
of the USAR coursewas still a challengefor mary of the
robots, becauseat containsglasswalls (hard to detectfor
laser),curtains(hardto detectfor sonar),andotherobjects
thatfell below theline of therobot's sensorsHowever, the
mediumandhard areasof difficulty were designedo give
roboticsresearchersomethingto attemptfor the next few
years(seeFigurel.) For example,the hardareacontained
a ramp and large holesthat robotswere to avoid lest they
comecrashingdown to the areabelow. Body heatwassim-
ulatedwith heatingpads,andNIST hadrigged mechanical
devicesto provide motionandsound.

Our self-imposedyoalin the USAR contestwasto iden-
tify thelocationof noisesmadein thearena.Onetechnique
thathasbeenusedto estimatehelocationof thesourceof a
soundis to mountthreemicrophonesn arobotat the ver
ticesof anequilaterakriangleof about0.2 meterson aside.
A soundwave will thusarrive at the differentmicrophones
attimesdiffering by asmuchasonehalf millisecond.Given
an accuratemeasureof the differenceof arrival times, the
soundsourcecanbecomputedo lie onabranchof ahyper
bolahaving oneof themicrophonestits focus. Eachpair of
microphoneghusdetermines hyperbolaandthe intersec-
tion of multiple hyperbolass the source.This methodology
requiresspecializednultichannelA/D hardware.For exam-
ple, a systemmustbe capableof receving input from mul-
tiple soundsourceslin addition,the device mustbe capable
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Figure1l: NIST's USAR arena. This picture shavs one of

the “hard” areas. Note the debrisand rampsthat make it
difficult for autonomousobots.

of sub-millisecondresolution. Due to theselimitations we
decidedagainstusingthis methodology

Instead,we proposeda techniquefor using commaodity
off-the-shelf(COTS) low-cost hardware. Specifically we
wantedto attemptto performsoundlocalizationusingstan-
dardPC soundcardsandmicrophonesTo accomplistthis,
we decidedo putonemicrophoneon eachof threeindepen-
dentrobots.Only onesoundcardwasneedederrobotand
the robotscould be moved far enoughfrom oneanotherso
that millisecondaccurag would give areasonablhyaccurate
estimationof the distanceg.g. a differenceof 10 millisec-
ondswouldindicatea differencein distancegrom the source
of about3.5 meters.

This method however, introducedotherdifficulties. If all
of thesoundsourcesverelocatedon asinglecomputeysyn-
chronizingtiming would berelatively easy However, sepa-
ratingthemicrophonescrosghreerobotsmadeglobaltime
synchronizatioran obstacle. The threerobotsthat we had
availablecanbeconnectediia awirelessnetwork, andthere
exist tools to sync suchnetworked computers. Given that
we hadaglobaltime commonto all robots thequestionstill
remainedof how to mark a “sound event” with that time.
Ourideawasto tag significantsoundsat their onsetswith a
globaltime. However, thisturnedoutto benon-trivial. Each
sounddevice hasan associatederiesof hardwareandsoft-
ware buffers that accumulatanput beforesendingit on to
therobot’s operatingsystem.It wasthereforeimpossibleto
accuratelyassociatehe global synchronizedime with the
soundeventwithout resortingto writing our own soundde-
vice driver.

Our solutionto this problemwasto treatthe soundinput
astime. Ratherthanattemptto associatéhe bufferedsound
input with a separatdgime system(i.e., the systemclock),
we realizedthat soundwas cominginto the computerat a
regular rate and could provide its own timing information.
Knowing thesoundcard's samplingrate,our goal,then,was
to simply countthe digitized soundunits asthey camein.
The numberof sampledivided by the samplingrate could
thenbe usedto calculatethetime of onsetof a soundevent.
Exceptfor a small amountof “drift” that we correctedin

Figure2: Thisimagerepresentshedifferencebetweerac-

tual andcomputedsoundtiming informationrecevedfrom

threerobots(black crosses) Smallerdifferencesareshovn

asdarker areas. The white crossshaws the actuallocation
of the soundsource.The areashavn is 13.5meterssquare
sampledevery 0.1 meters.

thetiming of the digitized sound thetechniqueof usingthe
soundsignalastime did indeedwork. Thismethodologyeft
onefinal problem:how to synchronizehethreesoundcards
together. It wasdecidedthata soundemittedat a position
equidistanfrom thethreerobotscouldbe usedasaninitial-
izationsothattimesof arrival would be measuredrom the
time of thiscommonsignal.

Having solved the problemof gettingsynchronizedim-
ing differencedrom the robotsfor a particularsoundevent,
the location of the soundmustthenbe computed.For this
to work, therobotsmust,of course know their approximate
globallocation. Theoretically the locationof the soundcan
be computedexactly from the intersectionof two hyperbo-
las, asdescribedabove. In practice,however, inaccuracies
make suchexactequation-solvingnethodsmpractical.

Ourmethodusedn thecompetitiorto locatethesourceof
the soundwasa simulationtechnique.Oncewe hadthe ac-
tual soundtime differencedrom eachof therobots,we then
computechypotheticaldifferencesrom a grid of positions
surroundingherobots.We thencomparedhe actualtiming
datawith thecomputediming dataat eachof thesesampled
points,and computedthe difference.Figure 2 shavs these
differencesas gray scales. The black crossedndicatethe
positionsof the robots. The gray scalevaluesrepresenthe
differencesbetweenthe computedtiming dataandthe ac-
tual datawith white representindarge differencesandblack
smallerdifferences Thewhite crossrepresentshe location
of theactualsoundsource Onecouldthink of thisasalik e-
lihood mapof the possibldocationof the sound.

Our soundlocalizationmethodworked quite well in the



Figure3: Elektrodishesout cookiesandcorversationvhile
attemptingto re-recognizeconferenceattendeesising our
multi-modalcolor histogramtechnique.

lab. Whena soundevent occursnearone of the robotsor

whenthe soundeventis equidistantfrom all threerobots,
thesystemcanreliably locatethe sourceof the sound.How-

ever, the amountof error grows asthe sourceof the sound
differs from thesetwo standarcdcases.Furtherexperiments
will needto be performedto determinewvhy the methoddid

notwork in all situations.Someenhancementhatmayad-

dresghisissuearediscussedbelow.

Therelative amplitudeof the soundwave at the threemi-
crophonesouldbe usedto improve our calculationsn two
ways. First, sincethe amplitudewill drop off asthe square
of thedistancerom thesourcetheamplitudecanbeusedas
anothemeansto calculatethe positionof the source.Sec-
ond,theamplitudecouldbe usedto weighteachrobot’stim-
ing datadifferently. For example,knowing thata soundis
closerto one robot thanthe others(by examiningthe am-
plitude of the soundevent, for example)we could give it
moreconfidenceandthusalargerweight. Variableweight-
ing basedn amplitudefor eachrobot’s sounddataalsosug-
gestsalearning-basedpproachhatwe have begunto exam-
ine. Humansusethe time differential of frequencieselon
1KHz anddifferentialintensity of frequenciesabove 4Khz
asthe primary horizontalcuesfor soundlocalization [3].
This suggestshatbothtime andintensityshouldbe usedto
locatesoundsources.

In the actualcompetition,we were unableto locateary
of the mechanicahoisesaspossiblevictims. However, we
did employ othermethodsdfor finding victims, suchasthose
basedn vision.

Hors d’OeuvresAnyone?: Person
Identification

The Hors d Oeuvres Anyone? competitionwasheld during
thefinal eveningof the AAAI conferencewith robotspro-
viding the snacksat the conferencédanquet.

Our goalwasto re-identify peoplethattherobothadseen
earlierin the evening at the reception. After identifying a
personwe haddevelopeda methodfor recordingtheir spo-
ken nameso that we could replayit later whenwe recog-

nizedtheir return (e.g., “Hello NAME, | seeyou have re-
turnedfor morecookies?)

Our person identification solution is an extension of
Swarthmore College’s successfulrobot, Alfred, from the
1999 competition [2]. Our methodology however, differs
in importantways. Our system:

e emplgys amulti-modalapproachusinglaserandmotion
datawith theimages)

¢ eliminatedistractingbackgrounds
e canidentify peopleregardlesf their positionin ascene

e doesnotrely on colorsto locatepeople but doesrely on
colorsto recognizehem

¢ is optimizedby a geneticalgorithm

As it is approximatelyl8 inchesoff the ground,our pas-
sive laserrangefinder begins the identification processhy
searchindor “legs”. Whenanobstaclas foundthatroughly
matcheshe shapeof a human,the vertical boundariesare
thenrelayedto the vision system. Using theseboundaries
providedby thelaser we can“crop out” backgroundneach
sideof thetametarea.

However, thistechniquecanstill leave backgroundmage
dataabovethe headsandshouldersof ourtarget. To remove
thisextradatafrom theimage we examinemotioninsidethe
lasercrop lines. This is accomplishedvith a simple pixel-
baseddifferencingmethodover a few video frames. Our
assumptionis thatthe backgroundwill be stationarywhile
we candetectsomemotionin the person.

Using the motioninformationasa border we canthere-
fore reducethe image consideredso that we have focused
largely onjusttheportionof theimagethatwe areinterested
in (i.e.,theperson).

However, if we changethe size of theimageconsidered
usingthecroppingmethodsiescribedye cannolongeruse
standaraolor histogrammethodsasthey arebasedn pixel
countsover a staticimagesize. To compensatéor variable
imagesize,we normalizedthe color pixel counts.

Thefinal stepin thecolor histogramcreationis the actual
building of thehistogram.To accounfor differencesn light
intensitieswe plottedthe color pixel countsin a grid deter
minedby red/greerandblue/greematios. Unfortunatelythe
resultinghistogramdor peopleoccupy a very smallregion
of the color spacegthemiddlerow of Figure4).

To expandthis region in a mannerthat would maximize
thedifferenceamongpeoplewe evolvedthe parameteror
awarpingof thespaceausingageneticalgorithm. Thefitness
of eachdistinct setof warping parametersvas determined
by computingthe differencesamonga set of testimages,
with largerdifferencegettingthe highestscores After run-
ning a standardgeneticalgorithm (completewith selection
andmutation)for severalhundredgenerationsthis resulted
in asetof parametershatwould producehistogramsccu-
pying amuchlargerareaandthusmoremeaningfuldata(the
bottomrow of Figure4).

A re-recognitiorof a personis madeby comparinga his-
togramto a databas®f already-encounteregeople. If the
differenceis within a threshold,we candeterminethema
match, otherwisethe new personis addedto the database



Figure4: Thetop row shavstheactualraw imagesgrabbed
from our video camera. The middle row shaws the his-
togramscomputedrrom the raw imagesasdescribedn the
text. The bottomrow shavs thosesamehistogramsafter
applyingthe geneticallyevolvedwarpingparameters.

alongwith arecordingof theirname.At this point, therobot
systemwasalsodesignedo askquestionf thepersonand
recordthesedatain the databasevith the histogram.
Ourtechniquevorkswell in identifying peoplethatit has
encounteredefore. Of course,this methodologydepends
on the color quality and quantitiesin animage. If a per
sonwereto changeheir appearancésay by removing their
jacket) the systemwould fail to recognizethem. Further
experimentsneedto be run to examinethe capacityof the
databas@nddeterminehe overallaccurag of the method.

Conclusion

In preparationfor participationin two eventsat the 2000
AAAI RobotCompetition,our groupdevelopeda novel ap-
proachtowardsoundocalizationusingdistributed,low-cost
sound cards, and further implementeda multi-modal ap-
proachfor personrecognitionusinglaserandmotiondetec-
tion in building color histograms.

The procedurefor determiningthe location of a sound
sourcedependson eachof the threedistributed robotses-
tablishingthe time of arrival of a soundby examiningthe
sampledsound. Basedon the differencein time of arrival
eachcell in agrid is assigneda valueof the likelihoodthat
it containsthe source.The procedurenvorkswell in thelab,
but lesswell in noisyernvironmentdn certainconfigurations.
The procedurdor identifying persongy their “color signa-
ture” workedwell oncea geneticalgorithmdeterminechow

to weightthe color spectrumso asto emphasizehe differ-
enceshetweerpersons.
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